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Incorporating aspects of information use into relevance feedback
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Abstract. In this paper we look at some of the problems in interacting with best-match retrieval
systems. In particular, we examine the areas of interaction, some investigations of the complexity and
breadth of interaction and attempts to categorise user's information seeking behaviour. We suggest
that one of the di�culties of traditional IR systems in supporting information seeking is the way the
information content of documents is represented. We discuss an alternative representation, based on how

information is used within documents.
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1. Introduction

Modern information retrieval (IR) is an inherently
interactive activity and users can expect to engage
in a variety of tasks and techniques in the course
of an information-seeking session. The IR system
should support a number of operations, e.g. learn-
ing about the system, learning about the informa-
tion source, describing an information need and
giving feedback.

Each of these areas require users to make deci-
sions about what actions to take at a particular
stage. What actions the user performs depend not
only on what the system does but what the user
thinks it does. For example, Cool et al [4] indi-
cate that users of boolean systems can successfully
use existing strategies on ranked retrieval systems
but this success depends highly on their mental
model of how the system operates. Other authors,
e.g. [7], have investigated more general informa-
tion seeking techniques that are not directly de-
pendent on the IR system being used.

How to provide e�ective support for the inter-
action between a user and an IR system raises
a number of di�cult questions, partly in de�ning
appropriate methods for individual tasks, but also
more general questions about the interaction pro-
cess itself.

For example, we may need to consider the bal-
ance between the amount of interaction involved
in particular actions, e.g. should we try to min-
imise the time spent formulating and reformulat-
ing queries but with improved methods of making
relevance assessments? Should a user with an ill-
de�ned information need and who is unfamiliar
with a particular system expect to put in more ef-
fort to �nd information or should the system take
a more controlled approach by directing the user
towards information?

As well as balance of interaction we should also
consider the complexity of the interaction. Given
that users will need support throughout a variety
of types of search (well-de�ned, ill-de�ned, search-
ing for a known object, etc.) do we want multi-
ple methods of requesting information for di�er-
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ent types of search or does this impose too large
a learning burden on the users?

A third area is the integration of the IR sys-
tem and the environment in which the search is
being performed. To what degree do IR sys-
tems need to incorporate external factors (con-
text, task, user knowledge) into a search? Do
these situational factors improve the individual
experience of searching and can we include enough
of this information to make a di�erence?

All these issues (and many more) have an im-
pact on how successfully individual users and
types of users (novice, experienced with IR sys-
tems, experienced with a particular system) can
use IR systems. In addition they raise the ques-
tion of whether we can expect a single IR system
to support all users in all searches. This is the con-
cern of the next section which examines some of
the calls for improved interaction techniques in in-
formation retrieval. This is followed by a descrip-
tion of two particular di�culties that arise with
current IR systems. The paper concludes with a
proposal for an alternative method of representing
how information appears in documents in order to
improve the quality of the users interaction.

2. Modelling the interaction

In [3], Belkin et al. consider the types of search a
system must support. They start out from the ob-
servation that people engage in multiple informa-
tion seeking behaviours, both within and across a
search. Thus if di�erent types of information seek-
ing (searching by query, browsing, etc.) are to be
supported e�ectively, IR system design and im-
plementation must be capable of adapting to the
users changing requirements of the system. They
present a classi�cation of 16 types of behaviours.
Each type is de�ned by its values on each of four
dimensions (method of searching - either scanning
or searching, mode of retrieval - recognising a rele-
vant item or specifying it, goal of retrieval - learn-
ing about the system/collection or selecting rele-
vant information and the resource considered - in-
formation items or meta-information). Each type
of information seeking behaviour may also be re-
garded as an IR system in itself.

What motivates the choice between one type
of search and another may be personal searching

style but it could also arise from the uncertainty

at various points in the search. For example, a
user may choose to recognise relevant items rather
than specify his information need if he is unsure
of what information is available, or he choose to
use meta-information, such as a thesaurus, if he
is unsure of the vocabulary used in the collection.
Kuhlthau, [10], promotes uncertainty of searching
as the primary factor in characterising the move
from one stage in a search to another and the par-
ticular choice of activity.

Bates, [1], on the other hand considers the com-
plexity of interaction. She presents a classi�ca-
tion of activities based on the conceptual com-
plexity of user actions (ranging from move, indi-
vidual actions such as marking a document rele-
vant, to strategy, a plan for a whole information
search). This categorisation allows her to spec-
ulate on how IR could support interaction with
the rather bleak observation that most, current
IR systems only support very limited interaction
with very little support for more complex infor-
mation seeking patterns.

The main reason for this is that IR systems gen-
erally only support discrete actions, e.g. select-
ing query terms, marking documents as relevant,
etc., rather than more complex information seek-
ing behaviours. However the problem in support-
ing more di�cult interaction is not simply due to
a lack of operators or features to perform them
but also a lack of information about the system
and control on the users part.

Authors such as Ingwersen, [8], have stressed
the importance of taking into account situational
factors such as the task the user is trying to per-
form, what the user knows about the domain, sys-
tem, their cognitive environment and the concep-
tual aspects of searching. One possible advance
presented is the use of an automated intermedi-
ary which encapsulates knowledge about the sys-
tem, domain, user, etc., based on empirical �nd-
ings of searching and expert analysis of search-
ing behaviour and mediation. This intermediary
with appropriate dialogue techniques acts as an
expert suggesting techniques or options to a user
and mediating between the user and system. We
must however consider how much knowledge of
searching is necessary to build such models, how
to represent this information and how to update
it. Nevertheless the possibility that the system
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may suggest techniques or provide an expert aid
may prove to be a powerful tool in IR.

Each of these studies, and other behavioural
studies such as [6], demonstrate how complex the
users actions may be, both in what they want to
do and what factors a�ect their choice of action.
The next section discusses two aspects of current
IR systems that can in
uence the complexity of
these actions.

3. Feedback and control in interaction

Two characteristics of IR systems that can make
them di�cult to use are the lack of feedback or
explanation provided by the system as to what it
is doing, and the lack of control users have over
their intended actions.

IR systems expect users to make decisions
throughout an IR session but typically do not pro-
vide enough information for them to decide what
factors the decision should be based on. For ex-
ample in interactive query expansion, e.g. [2], sys-
tems ask users to select terms useful in retrieving
relevant documents, but do not necessarily give
the users either any indication of the context in
which these terms may appear or of how impor-
tant this term will be regarded in relation to other
query terms. A similar scenario occurs in rele-
vance feedback. How many documents should a
user select to improve the retrieval? What docu-
ments should they be selecting - all those that are
relevant in some way, all those that contain ex-
tremely relevant information, all those that con-
tain a lot of relevant information and little irrele-
vant information? This type of choice can have a
signi�cant a�ect on the retrieval performance but
how to make the choice is not clear.

Uers cannot predict the e�ect of their interac-
tion. For example when users select query terms
they have little indication of how each term in the
query will a�ect the result, even worse when they
start to combine terms. This lack of indication
of how users should make choices, such as what
query terms to put and what documents to mark
as relevant, mean that users can be hampered by
being forced to make a decision without knowl-
edge of the e�ect that decision is going to have
on their search, and what outcomes could have
been achieved by alternative actions. Increased

interaction means increased control and increased
responsibility but not necessarily increased infor-
mation on how to use this control.

Some authors such as [13], propose increasing
the user's awareness of the variability of the IR
system functionality by increasing the clarity of
instructions at the interface but, although this
may reduce the uncertainty about how to express
a query, it does not reduce the uncertainty of
searching as a whole. The aim of this work-in-
progress is to provide more precise ways of inter-
acting with an IR system by tackling the repre-
sentation of information and interaction.

4. Representing the interaction

Part of the reason why the di�culties of feedback
and control arise in IR is that the design of sys-
tems concentrate on the matching function; inter-
action is geared towards providing better inputs
to this function rather than ways of manipulating
information objects. Even techniques such as in-
teractive query expansion which aim to give the
users more control and produce more interaction
do not necessarily result in the users interacting
more meaningfully with the system. In [5], Denos
et al make the good point that although users can
make explicit relevance judgements on why a doc-
ument may be relevant to an information need,
current systems have little means of using this in-
formation.

In IR, representations of information are de�ned
for a single purpose - retrieval - but the represen-
tation of the interaction needs to support the way
information is used and managed by users. In ad-
dition, this representation must allow the users
a better understanding of what the systems do
and how decisions are made. Reducing the con-
ceptual gulf between what systems do and what
users think they may be doing also allow users
better control over their search.

Traditional IR systems use a procedural ap-
proach to representation, specifying how key-
words, phrases, etc should be selected for retrieval
and how they should be prioritised. We are argu-
ing for a declarative approach to representation.
Rather than representing the information avail-
able or how important it may be, we need to rep-
resent the way information is used. Declarative
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representations can be used to express proposi-
tions about terms, making explicit the character-
istics of a term as it appears in a document, e.g.
the local context in which a term appears, or its
topical nature within a document. A term is not
described simply by its absence/presence and fre-
quency within a document but also by statements
about its role in the document.

This does not mean throwing away successful
techniques for information representation but us-
ing them in a more approachable way. For exam-
ple, although successful techniques have been de-
veloped using e.g. contextual information or topi-
cal structure or discourse analysis, they tend to be
used automatically across a collection rather than
when required or in response to evidence from the
user. The aim is not to make speci�cation of an
information need more complicated a priori, al-
though it would be possible to query by charac-
teristic e.g. specifying the main topic of the doc-
ument, but to use characteristics of information
use to explain decisions to the user and to give
users more power to develop their own strategies,
i.e. displaying why documents are retrieved and
allowing users to include/exclude criteria for re-
trieval.

By expanding the representation of a term, rel-
evance feedback, [9], should not simply be a pro-
cess of selecting good terms for retrieval but a
two-step process: detecting characteristics of rel-
evance, and adapting the search process itself. In
the �rst step we can analyse documents to detect
why a document may have been relevant, mak-
ing more use of the relevance information given
by user. For example,

� there may be a large overlap in the content of
marked relevant documents but not the struc-
ture, or local context in which terms appear.
This may correspond to a search in which the
user wants all possible information on a topic.

� there may be a high structural similarity in
the relevant documents, e.g. the same terms
are related to the main topic of the document
but appear in a variety of contexts. This may
be a search for information that the collection
has a lot of information on (so the user only
wants whole documents about the subject) or
the user is �nding his way around the collec-
tion.

� or there may be a high similarity in context,
but not in content or topical relationships.
This may corresponds to searches where in-
formation is only relevant in certain combina-
tions, for example 'information retrieval

systems' not 'information retrieval' or
'information...systems'. '

� relations between terms, such as causal rela-
tions e.g. 'smoking causes cancer, can also in-
dicate why a particular document is relevant

The second step suggests that retrieval is not sim-
ply a matching process or a decision process about
what to retrieve but on how to retrieve. This step
would be to derive a strategy for retrieving more
documents such as a selective combination of evi-
dence.

In [12] we demonstrated that incorporating in-
formation on how are used within documents -
term characteristics, in a RF situation, can lead to
signi�cant improvements in retrieval e�ectiveness
across collections. We also demonstrated, exper-
imentally, that di�erent combinations of charac-
teristics are more suitable for di�erent queries. In
other words, di�erent combinations of characteris-
tics are better at detecting relevance for di�erent
queries.

This information was used in [12] to motivate
biasing retrieval in favour of how a term was used
in relevant, as opposed to irrelevant documents.
In our experiments on the TREC collections we
demonstrated that this technique of selective rel-
evance feedback - selecting which characteristics
to use for which query - not only performed well
but outperformed standard relevance feedback al-
gorithms such as the F4:5 measure, [11].

This can be extended by analysing, on an
iteration-to-iteration basis, how to combine evi-
dence. By taking account of the di�erences be-
tween iterations, the temporal nature of a search,
we can also connect the search to how to display
the information, e.g. displaying how the systems
view of search is changing. We can also suggest
possible alternative actions to the user such as dis-
playing relationships between documents.

Part of the di�culty Bates [1], found in sup-
porting searching was that users want to know
what information is being introduced/rejected and
why. We cannot predict what information users
will want to use or what information they want,
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so a better explanation of how current systems op-
erate, e.g. do we use stop words, how is a term
stemmed, etc. are not necessarily going to im-
prove user's satisfaction unless we examine how
users search and what criteria they need. Sim-
ply explaining how we do retrieval is not neces-
sarily a better option, unless, as here, we related
them directly to what the users are interacting
with. More complex search manipulation tech-
niques such as those described in [1] need better
support by better descriptions of what the users
are manipulating, rather than by simply more so-
phisticated matching algorithms.

5. Conclusions

In this short paper we argue that current IR sys-
tems do not adequately support users; in partic-
ular by not providing meaningful feedback on the
system's functioning or enough context to control
a search. This arises in part from the gulf between
how the system asks for information, how it trans-
lates the user's intent into system questions, and
how it uses this information. A more approach-
able option is to present more meaningful descrip-
tions of information objects based on the charac-
teristics of terms within documents and how they
are used to retrieve objects. This allows users to
access systems function, develop their own strate-
gies and support better information manipulation
within an information retrieval session.
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