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Abstract. Machine learning techniques are increasingly being applied to problems in the domain of information retrieval and text mining. In this paper we present an application of evolutionary computation to the area of expert search. Expert search in the context of enterprise information systems deals with the problem of finding and ranking candidate experts given an information need (query). A difficult problem in the area of expert search is finding relevant information given an information need and associating that information with a potential expert.

We attempt to improve the effectiveness of a benchmark expert search approach by adopting a learning model (genetic programming) that learns how to aggregate the documents/information associated with each expert. In particular, we perform an analysis of the aggregation of document information and show that different numbers of documents should be aggregated for different queries in order to achieve optimal performance.

We then attempt to learn a function that optimises the effectiveness of an expert search system by aggregating different numbers of documents for different queries. Furthermore, we also present experiments for an approach that aims to learn the best way to aggregate documents for individual experts. We find that substantial improvements in performance can be achieved, over standard analytical benchmarks, by the lilter of these approaches.

1 Introduction

In large modern organisations, employees have often accumulated unique expertise in specific topic areas. People are a vital source of information in a topic of expertise, as they can explain aspects of a topic of interest that may otherwise be unavailable. Automatically identifying experts in a certain area, given a specific topic, is therefore a useful goal in modern information systems. Thus, the aim of an expert search system is to find and rank experts in a large corpus of semi-structured or unstructured documents given a user query.

There are several reasons why one may wish to identify people with relevant expertise in a topic rather than documented sources of information. These reasons include: a lack of access to documented forms of information, a lack of individual ability to formulate a solution to the problem being addressed, a need for explanation or reinterrogation of a certain topic and a human need for social interaction\textsuperscript{15}.

The best performing approach to the expert search task is the two-stage document-centric model. In this approach, all the documents in a corpus are scored and ranked using a state of the art ranking function (e.g. BM25). Then, the top $N$ document scores associated with a candidate expert are aggregated in order to rank the experts. This simplistic approach has been shown to be more effective than other approaches for the expert search task for a wide variety of retrieval functions and parameter settings.

In this paper, we adopt a genetic programming approach to learn functions that can best aggregate the on-topic information in documents. The number of documents to aggregate and the weighting for these documents is very important to the overall performance of the model. We show that the optimal number of documents to aggregate differs for individual queries. The contributions of this paper are three-fold:

- We show that the number of documents to aggregate is an important factor in the effectiveness of an expert search system (section 3.2).
- We investigate a number of features to determine if they are useful in predicting the optimal number of documents to aggregate for the expert search task (sections 3.3 and 3.4).
- We present results from two approaches using genetic programming that aim to learn how to combine features for use in effective document aggregation functions for the expert search task (section 5).

The remainder of the paper is organised as follows: Section 2 outlines some background and related research in the theory and practice of expert search. Section 3 presents a preliminary analysis of the problem that further motivates our subsequent experiments. Section 4 outlines the framework in which we attempt to learn expert search aggregation functions. Section 5 presents the experiments and results. Finally, Section 6 comprises our conclusions and future work.

2 Related Research

The expert search task of the enterprise track of TREC\textsuperscript{3, 14} has been run since 2005 and provides a corpus, topics and associated relevant experts to enable researchers to develop techniques in advancing the area of expert search. The evaluation metrics used in this task are similar to those used in the standard IR (information retrieval) document retrieval task except that the metric measures relevant candidate experts rather than relevant documents.

One of the first steps in an expert search system is to identify candidate (or potential) experts in the corpus. This is typically done by extracting the email address and/or names in the `mailto:' tags within a document. In large semi-structured document collections it is necessary to gather email addresses and other features (e.g. first name and surname) that may uniquely identify a possible expert candidate. This is not a trivial problem and is called ‘named entity recognition’ in the domain of information extraction but is beyond the scope of this paper.

Associating candidates to the information in the corpus has also been studied and although proximity has been shown to be a use-
ful heuristic [13], candidates are usually deemed to be associated with documents to some degree if a candidate identifier appears in the document. Various models of expert search have been formally studied [2] and it is concluded that the document-centric approach outperforms other approaches to expert search for most parameters settings and performance metrics. The document-centric approach to expert search first ranks the documents in the collection with respect to the topic using a standard term-weighting scheme (e.g. BM25). Then, it aggregates the score of the documents that are associated with a candidate to produce a final ranking of candidates. Recent research [11, 12] has modelled this approach as a voting problem and researched various strategies of aggregating the strengths of votes of documents for specific candidates. Many fusion techniques have been experimented with that deal with the aggregation of document scores in order to promote a candidate.

Using notation similar to that previously used [12], \( R(Q) \) denotes a ranked list of documents returned with respect to a query \( Q \) and \( D(x_i) \) denotes the set of documents associated with a candidate expert \( x_i \). In this approach, scores from a single ranked list of documents are aggregated to score a candidate expert. The following fusion (or aggregation) technique combines the scores of documents associated with a candidate when matched against a specific topic:

\[
\text{combsSUM}(Q, x_i, N) = \sum_{d_j \in R(Q) \cap D(x_i)} S(Q, d_j)
\]  

(1)

where \( x_i \) is candidate expert \( i \), \( d_j \) is document \( j \), \( Q \) is a query (topic), \( D(x_i) \) is the set of documents associated with \( x_i \), \( R(Q) \) is the ranking of documents (i.e. an ordered set) when given query \( Q \) and \( S(Q, d_j) \) is the score of document \( d_j \) given query \( Q \). Thus, \( \text{combsSUM} \) is a summation of the top \( N \) document scores associated with the candidate \( x_i \). This two-stage approach has consistently outperformed other approaches (e.g. Model I [2]) on TREC data over the years. It is trivial to show that by changing the number of aggregated documents, one can easily change the ranking of candidate experts. We can also surmise that if \( N \) is large, it will tend to promote experts who are associated with a larger number of documents, as all documents with a non-zero score will be aggregated to increase the score of the candidate. This may not be desirable in certain cases.

Traditional genetic algorithms (GAs) have been adopted by some to learn term-weights that are useful for retrieval for a specific collection [6]. A genetic programming (GP) approach to evolving term-weighting schemes in IR has previously been adopted in a number of works [5, 4]. These GP approaches are a useful form of off-line learning as they can often produce formulae that outperform human-designed solutions. Furthermore, they produce a symbolic representation of the solution that is useful for future analysis. However, no work to date has attempted to learn functions for the expert search problem using evolutionary computation.

3 Preliminary Analysis

In this section, we perform a preliminary analysis to show that different aggregation methods are optimal for different queries. We also perform an analysis of query-based and expert-based features in order to determine if certain features are correlated with an optimal aggregation strategy.

3.1 Data & Experimental Setup

The data used in this work are the TREC collections from 2005 to 2008. TREC 2005 and 2006 use the W3C collection and two sets of topics. TREC 2007 and 2008 use the CSIRO collection and two sets of topics. Table 1 shows some of the characteristics of the test collections.

<table>
<thead>
<tr>
<th></th>
<th>W3C</th>
<th>CSIRO</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Topics</td>
<td>TREC 2005</td>
<td>TREC 2006</td>
</tr>
<tr>
<td></td>
<td>297,110</td>
<td>297,110</td>
</tr>
<tr>
<td># of Candidates</td>
<td>1,092</td>
<td>1,092</td>
</tr>
<tr>
<td># of Docs with Candidates</td>
<td>103,291</td>
<td>103,291</td>
</tr>
<tr>
<td># of Topics</td>
<td>50</td>
<td>49</td>
</tr>
</tbody>
</table>

For all the analysis and experiments in this paper, we use the well-known BM25 function as the initial ranking function. Therefore, all of the aggregation functions, ranks and scores are based on the BM25 function. Furthermore, we use * to denote statistical significance at the 0.05 level and ** to denote statistical significance at the 0.01 level (two-tailed t-test). The MAP (mean average precision) of relevant experts is used as the main measure of performance as it is a standard retrieval metric that is stable and well-known in the area.
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**Figure 1.** Performance (MAP) for varying \( N \) on different collections
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**Figure 2.** Performance (MAP) for varying \( N \) on different topics

As described in section 2, the aggregation function (equation 1) for the expert search model is used to combine information from different documents. We wish to determine how the effectiveness of
the expert search task changes as we change the number of documents \((N)\) to use in the aggregation process. Figure 1 shows the MAP (Mean Average Precision) of the aggregation function \((\text{combSUM})\) for different values of \(N\) on the four TREC collections. We can see that the performance varies quite significantly for various \(N\). Using \(N = 1\) (i.e. only using the top associated document to rank the candidates) penalises experts that may have a number of documents that are highly related to the topic. For all of the collections, choosing an \(N\) greater than 1 (i.e. the top ranked document) improves performance. However, if \(N\) is increased beyond a certain point, performance decreases for all collections.

Varying the number of documents to be aggregated has not been widely studied, although it has been noted by some researchers that performance differs as \(N\) changes on a specific collection [9]. The best mean MAP across all the TREC collections is when \(N = 5\) and indeed, it is optimal on two of the four collections. This is a useful benchmark function for later experiments and it is worth noting that it has been found only after an exhaustive search.

Furthermore, Figure 2 shows that the optimal value of \(N\) is also very different for various topics within the same collection. We show a sample of three topics for the TREC 2005 dataset. We can see that for these topics, the performance varies substantially as the number of documents used in the aggregation \((N)\) changes. Therefore, if the most optimal value of \(N\) for individual queries for a specific collection could be predicted, we could substantially improve the performance of the expert search system. This phenomenon has not been reported before. Table 2 shows the performance improvement that could be achieved if we could predict the best \(N\) to use for each query for each of the four collections. The optimal strategy is labelled \(N = \text{opt}(Q)\). The optimal strategy (i.e. \(N = \text{opt}(Q)\)) is found using an exhaustive search for \(N\) from values of 1 to 20 for each query on each collection.

### Table 2. MAP for different aggregation functions on TREC data

<table>
<thead>
<tr>
<th></th>
<th>W3C</th>
<th>CSIRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N = 1)</td>
<td>0.2249</td>
<td>0.4896</td>
</tr>
<tr>
<td>(N = 5)</td>
<td>0.2392</td>
<td>0.5331</td>
</tr>
<tr>
<td>(N = \text{opt}(Q))</td>
<td>0.2811++</td>
<td>0.6038++</td>
</tr>
</tbody>
</table>

Another observation is that the performance of topics on TREC 2006 is substantially greater than any of the other years. The optimal value for \(N\) \((N = 15)\) on this data (TREC 2006) is also substantially larger than the other collections. This may suggest that the performance of the topic is related to the optimal number of documents to aggregate. The intuition is that for easy queries (i.e. those that have a high performance in terms of MAP) there are more relevant documents in the high ranks. Therefore, by including more documents in the aggregation process (i.e. choosing a higher value of \(N\)), more of these relevant documents will be included in the aggregation process for each expert. It is ultimately the aggregation of relevant information that is crucial in determining the relevance of an expert.

### 3.2 Individual Query Features

We have shown in the previous section that the performance of different queries are optimal for different values of \(N\). Therefore, if we wish to predict the best \(N\) for a particular query, we must look at features which vary across different queries. A number of query-based feature have previously been developed to predict the performance of individual queries [8, 7]. A number of these have been shown to be correlated with query performance.

We now look at these query-based features to see if they are correlated with the optimal value of \(N\) for each query. Table 3 shows the Spearman correlation of a number of query-based features with the optimal value of \(N\) used in the aggregation function for each query. Firstly, none of the measures are strongly correlated (i.e. 0.5 - 1.0) with the optimal value of \(N\) per query and secondly, only a few of the measures are weakly correlated (i.e. 0.0 - 0.5) with an optimal value of \(N\) to a significant degree.

It would seem from this analysis that the features chosen may not, in general, be able to predict the optimal number of documents to aggregate for each query. However, it may be possible that certain non-linear combinations of such features can be discovered by a learning approach that may, in turn, be correlated with an optimal aggregation strategy for each query. We return to this problem in section 4.1.

### 3.3 Individual Expert Features

Previously, we have shown that different queries have different optimal document aggregation functions. Aggregating different numbers of documents for different candidate experts may also lead to improved performance. This would essentially mean choosing a different \(N\) for each expert. However, an exhaustive search for the optimal values of \(N\) (i.e. the number of documents to include in the aggregation) for a set of experts is extremely costly as there are over a thousand experts in each corpus and the experts are ranked with respect to each other. This creates a huge number of possible combinations and therefore an optimal strategy is extremely difficult to find (although an optimal must exist).

Following this argument, we now chose a number of expert-based features (i.e. features that change from expert to expert). We analyse these expert-based features by examining them with respect to relevant and non-relevant experts on a number of topics. The features chosen relate to individual experts and to the list of documents that can possibly be aggregated for each expert. The \(\text{top}Q\text{exp}\text{rank}s_{\text{i}}\) feature is the rank of the highest ranked associated document for a specific expert \(x\). The \(\text{no}Q\text{docs}s_{\text{i}}\) feature is the maximum number of documents that could possibly be aggregated for a specific expert and the \(\text{top}Q\text{exp}\text{score}c_{\text{i}}\) feature is the score of the highest ranked associated document for an expert.

To analyse these simple features, we take the top 50 experts for each topic (ranked using the baseline approach \(\text{combSUM}\) where \(N = 5\)) and analyse their associated documents. Table 4 shows the three expert related features used, where \(R\) is the set of relevant candidate experts and \(NR\) is the set of non-relevant candidates. The % column shows the consistency of the relationship \(R < NR\) for the features across the topics in the data set. For example, for the \(\text{top}Q\text{exp}\text{score}c_{\text{i}}\) feature on TREC 2008, the % of topics where a relevant candidate’s top document score is a lower than a non-relevant candidate’s top document score, is only 4%.

The table shows that for all of the collections, relevant candidate experts are associated with a higher ranked document than non-relevant candidate experts \((\text{top}Q\text{exp}\text{rank}s_{\text{i}})\). We can also see that the score of the highest ranked document associated with a candidate expert is greater for relevant candidate experts \((\text{top}Q\text{exp}\text{score}c_{\text{i}})\). However, more interestingly, it can be noticed that relevant candidate experts are associated with less documents \((\text{no}Q\text{docs}s_{\text{i}})\) on average.

\[\text{Although we only report results from BM25, we can also confirm that other ranking functions behave similarly and have optimal values of } N \text{ that are highly correlated with those found using BM25.}\]
for three of the four test collections. For the TREC 2006 topics, it can be seen that relevant experts are associated with more documents, on average, than non-relevant ones (for 58% of the topics on this collection). This explains why a high value of \( N \) increases performance for this data set only (TREC 2006) as aggregating more documents will promote candidates that are associated with many documents (see end of section 3.2). Now that we have outlined a number of expert-based features, we can attempt to incorporate them into an aggregation function.

4 Learning Framework

In this section we outline the framework in which we automatically learn aggregation functions for our expert search approach. In particular, we can now outline two separate approaches. Our first approach aims to learn the optimal number of document to aggregate for a specific query (query-based aggregation). Our second approach aims to learn the optimal number of documents to aggregate for each specific expert (expert-based aggregation).

4.1 Learning Query-Based Aggregation Functions

We can view the learning of an aggregation function that aims to learn the best \( N \) as a weighting problem. Figure 3 shows an example of how such a function may look compared to a discrete function that either includes the document in the aggregation (i.e. 1) or ignores the document (i.e. 0). The x-axis shows the rank of each document for a query, while the y-axis shows the weighting (i.e. 1 to include the document and 0 if we ignore the document). A continuous function (as shown in Figure 3) is more suitable for a number of reasons: (1) it is more expressive as it allows different weightings to be applied to the ranked document scores and (2) it is more informative for use with a supervised learning approach. In our approach, we allow the top 30 documents associated with each candidate expert to be weighted accordingly for the learning approach. The top 30 documents will afford the learning approach ample information to weight and aggregate these documents correctly.

Our learning approach will learn the best \( weight(Q, d) \) in the following framework:

\[
combSUM(Q, x_i, N) = \sum_{d \in R(Q) \cap D(x_i)} (weight(Q, d) \cdot S(Q, d))
\]  

where \( weight(Q, d) \) is the weighting given to a document \( d \) with regard to certain features of \( Q \) and \( S(Q, d) \) is the score of a document \( d \) with regard to the query \( Q \).

In order to learn this function shape for individual queries (i.e. a different function for each query-based on the query features), we use genetic programming (GP) [10]. Genetic programming is a population-based learning paradigm that can automatically define functions given parameters and functions as inputs. It optimises for a particular performance metric (i.e. MAP for the expert search problem) on sample of training data using a survival of the fittest approach and produces a symbolic representation of the function. We use all of the features outlined in Table 3 (first column) and the document rank as inputs to our learning process. We also use the following functions: \{ \times, \sqrt{}, /, +, -, \exp{}, \log{}, \sq() \} as inputs to the GP.

4.2 Learning Expert-Based Aggregation Functions

Similarly to section 4.1, we can view the learning of an aggregation function that aims to learn the best \( N \) for individual experts as a weighting problem and model it as follows:

\[
combSUM(Q, x_i, N) = \sum_{d \in R(Q) \cap D(x_i)} (weight(x_i, d) \cdot S(Q, d))
\]

where \( weight(x_i, d) \) is the weighting given to a document \( d \) with regard to certain features of \( x_i \) (i.e. the \( i^{th} \) candidate expert). Again, we allow the learning approach to use the top 30 documents associated with each expert to be weighted accordingly. The inputs to the GP for this approach are the expert features outlined in Table 4 and the current document rank (\( R \)). We also use the following functions: \{ \times, \sqrt{}, /, +, -, \exp{}, \log{}, \sq() \} as inputs to the GP. This variation of the problem can be viewed similarly to a normalisation problem for each candidate expert (as different candidate experts have different numbers of associated documents). Recent work [1] has indicated that a simple inverse document frequency (idf) type feature for the

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>W3C TREC 2005</th>
<th>TREC 2006</th>
<th>TREC 2007</th>
<th>TREC 2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>idf_min</td>
<td>min idf query term</td>
<td>-0.20</td>
<td>-0.02</td>
<td>-0.32*</td>
<td>0.16</td>
</tr>
<tr>
<td>idf_max</td>
<td>max idf query term</td>
<td>-0.26</td>
<td>0.01</td>
<td>-0.33*</td>
<td>-0.05</td>
</tr>
<tr>
<td>idf_dev</td>
<td>std dev of idf of query term</td>
<td>0.06</td>
<td>0.04</td>
<td>-0.07</td>
<td>-0.10</td>
</tr>
<tr>
<td>SCS</td>
<td>query clarity score</td>
<td>-0.27*</td>
<td>0.09</td>
<td>-0.36*</td>
<td>0.04</td>
</tr>
<tr>
<td>ql</td>
<td>query length</td>
<td>0.13</td>
<td>0.05</td>
<td>-0.02</td>
<td>-0.02</td>
</tr>
<tr>
<td>top_score</td>
<td>score of top ranked doc</td>
<td>-0.08</td>
<td>0.11</td>
<td>-0.23</td>
<td>-0.01</td>
</tr>
<tr>
<td>query_scope</td>
<td>fraction of docs returned</td>
<td>0.07</td>
<td>0.04</td>
<td>0.31*</td>
<td>-0.09</td>
</tr>
</tbody>
</table>

Table 3. Spearman correlation of Query-Based Features with the optimal \( N \)
candidate expert has been useful way of normalising expert scores on some TREC collections.

5 Experiments

In this section, we will present the results of the two learning approaches to aggregating documents. We use the TREC collection from 2005 as the training collection and the remaining data as the test data. As a result, we are likely to see improvements for the learning approach on TREC 2005. However, more important are the results on the unseen test data (TREC 2006-2008). We also report precision at 10 (P@10) experts in parenthesis in the tables in this section. As benchmark aggregation approaches, we use combSUM (equation 1) when 

$$N = 1$$ and 

$$N = 5$$. Statistical significance is measured against the best benchmark ($N = 5$). We also use the best normalisation approach (i.e. an idf normalisation approach) outlined in recent research [1]. For each of the two approaches undertaken in this work (query-based and expert-based), we report the results from the best two runs (out of four) of the GP. All GP runs use a population of 2000 randomly generated individuals run for 50 generations and optimised for MAP.

5.1 Results: Query-Based Aggregation

Table 5 shows the results of the best two GP runs ($QGP_2$ and $QGP_1$) for the query-based aggregation approach. We can see that there is a significant improvement on the training data (TREC 2005) for the learned functions. However, this does not generalise to unseen data. Although all learned functions improve performance over a poor baseline aggregation function (i.e. when $N = 1$), they are not better than the best benchmark ($N = 5$). This seems to confirm the previous analysis (section 3.3) that showed that the query-based features were not strongly correlated to the optimal value for $N$. Furthermore, it suggests that any combination (even non-linear) of the query-based features is not likely to bring about an improvement in performance. Therefore, although different queries have different optimal numbers of documents for aggregation, it cannot be predicted on a per-query basis by the features we have examined.

5.2 Results: Expert-Based Aggregation

Table 6 shows the results of the best two runs of the GP for the expert-based aggregation approach. Firstly, we can see that the performance increases significantly on the training data. Furthermore, on TREC 2007 and 2008 test data, performance also increases significantly. We can see that for TREC 2006 (which achieves an exceptionally high MAP overall) the performance decreases slightly. In general for the expert-based approach, the learned aggregation functions tend to improve performance over a good benchmark function ($N = 5$). Interestingly, the idf approach, which normalises the experts based on the number of documents in which an expert $x_i$ occurs ($no\_docs_{x_i}$), is poor on all but one collection.

5.2.1 Robustness

As we have seen, choosing the most optimal $N$ document to aggregate significantly improves performance. We have also seen that choosing the best $N$ is not a trivial problem. Therefore, a robust (or at least predictable) aggregation function conveys many advantages. In this section, we analyse the performance of the expert-based aggregation functions for very different values of $N$.

Figures 4 and 5 show the robustness of the learned schemes for varying numbers of documents ($N$). We can see that for nearly all of the collections the performance of the learned schemes ($QGP_2$ and $QGP_1$) increase as $N$ increases. Both learned schemes have a poor performance at $N = 1$ but as more documents are included the performance increases and is quite predictable and stable (i.e. a single high value of $N$ can be used with these learned schemes for good stable performance). This is most likely because these aggregation functions were learned when $N$ was high ($N = 30$), and therefore learned how to properly weight documents at these lower ranks. Conversely, we can see that if one aggregates documents using the baseline approach (denoted $BM25$), the performance tends to peak early and then degrades.

Another interesting observation is that the learned schemes approach the performance of the best benchmark on the TREC 2006 data as the number of documents increases. Indeed, we have already indicated (section 3.4) that for this collection (TREC 2006), candidate experts with more associated documents are more relevant. However, it is also interesting that there is only a small drop (if any) in performance on all the other TREC collections when using a large
number of documents for the aggregation (e.g. \(N = 60\)). From inspection of our learned formula (shown as \(GP_2\)), it can be shown that the \(no\_docs_{x_i}\) feature (i.e. the number of documents associated with a expert) is used to normalise the scores for each expert. This prevents experts, that are associated with many documents, being unfairly promoted. The learning approach adopted has learned to combine this in a way so that documents are weighted correctly at lower ranks (e.g. 30, 40, 50 and 60 etc). This is also achieved using the rank (\(R\)) of the document.

\[
GP_2 = \sqrt{\frac{2}{no\_docs_{x_i}}/(\sqrt{(10/R)} + R)}
\]

where \(R\) is the rank of the document in the initial ranking and \(no\_docs_{x_i}\) is the total number of documents associated with expert \(x_i\).

6 Conclusion

We have shown that performance gains can be achieved by modifying the number of documents chosen for use in the aggregation function of an expert search system. We have performed an analysis of two approaches to aggregating document information in the expert search task. We used a learning approach to find suitable aggregation functions for both approaches. We have shown that there is no improvement when using query performance predictors to estimate a suitable aggregation function for individual queries.

However, we have shown that genetic programming can find useful aggregation functions on a per expert basis. These function outperform other analytical \(idf\) normalisation expert search approaches outlined in the literature. We have also shown that the aggregation functions produced from this learning approach are robust when using larger numbers of documents in the aggregation process.
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